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Abstract: To ensure the public’s safety such as in buses, it is very important to accurately judge people’s behaviors and give 

early warnings. If by watching the video surveillance manually, the cost will be very high, and it cannot be effectively 

popularized, so video automatic monitoring is preferred. For buses, its environmental space is closed as well as narrow, and at the 

same time, it is often in a non-stationary state, so traditional behavior detection methods cannot be used here as they are easily 

affected by moving environment and difficult to fulfill object behavior identification in real time. Aiming at this problem, for 

people’s fast-moving in buses, a kind of detection method based on YOLOv5 is proposed in this paper. Firstly, the method detects 

people through one-stage object detection. Secondly, in order to obtain the person's movement trajectory quickly and accurately, 

an improved two-stage object matching algorithm is designed to track different people. Then, the speed curves of a person during 

normal activities and fast moving are compared. Finally, an abnormal alarm mechanism is constructed to realize the effective fast 

movement alarm. Surveillance video in the bus was used to test and evaluate the effectiveness of the method. Results show that 

the accuracy rate of our method can get 95.4%. 
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1. Introduction 

People's safety in public places is very worthy of attention. 

For this reason, intelligent video surveillance system has 

been widely used in various public places, such as banks, 

hospitals, campuses [1-3]. For such places, the cameras are 

usually firmly fixed somewhere, and the environments are 

relatively simple. Public transportation is another situation 

that greatly affects people’s safety. However, the traditional 

monitoring methods are usually not useful here for some 

reasons, such as the bus is moving and not stable, its 

environment is crowded, the composition of the personnel is 

complex， and so on. Therefore, we need to find new ways 

for public security in buses. In a narrow and closed bus, 

passengers' walking, standing and sitting are considered to be 

normal behaviors. When there is an emergent, the personal 

safety of passengers is threatened, and then the passengers 

will run away because of fear or panic. As a result, 

passengers’ moving speed is a basis for us to judge the 

emergency. Effective intelligent video monitoring methods 

can help reduce the accident risk and speed up emergency 

response, so as to guarantee public’s safety. 

Human behavior recognition task generally follows these 

steps [4]. First, detect and locate human bodies in the video. 

Secondly, track multiple objects and match people in 

different frames by tracking algorithm. Thirdly, extract the 

features of human body region to describe the current 

behavior. Finally, realize the recognition of human behavior. 

For moving objects in the scene, the traditional detection 

methods include frame difference, background subtraction 

and optical flow [5-7]. The characteristics and application 

environments of these methods are different. Although frame 

difference and background subtraction have simple principle 

and good detection effect in most scenes, they are easily 

affected by light, cameras’ movement and change of 
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background. Therefore, these methods are not suitable for 

moving scenes as in buses. In dynamic scene, optical flow 

method can be used to obtain the motion information of the 

objects because it does not need to pay attention to the 

background. However, due to the complexity of optical flow 

field calculation, the algorithm has large amount of 

calculation, poor real-time performance and is sensitive to 

light as well as noises. 

Traditional behavior detection methods can achieve good 

results in the environment with simple background, but it is 

often not effective in the case of real-time individual 

behavior detection with crowded personnel and many 

interference factors. In order to solve the problems of 

behavior recognition in such special scenes, this paper 

proposes a new kind of people’s fast moving detection 

method in buses based on YOLOv5. The overall structure of 

the method is shown in Figure 1. The object detection 

algorithm based on YOLOv5 is used to detect people in the 

surveillance video and obtain the accurate position 

information and image information [8]. Based on the deep 

learning model and the tracking strategy, a two-stage object 

matching algorithm is constructed, which combines the 

advantages of different algorithms to meet the application 

requirements [9-11]. In this part, the bounding box obtained 

by the detection algorithm is matched to achieve multi-object 

tracking, so as to accurately obtain the real-time changes of 

people’s position. The method in this paper analyzes and 

measures the internal spatial structure of the bus, obtains the 

relationship between the image pixel and the actual distance, 

calculates the moving speed of the people objects, sets the 

trigger alarm mechanism, and finally outputs alarm signals. 

 

Figure 1. The overall structure of the method. 

2. People’s Detection and Tracking 

The main problems of behavior recognition in buses are as 

follows: 

a) It is difficult to obtain accurate information of people in 

the bus as it is crowded. 

b) Most tracking algorithms are difficult to meet the 

requirements of rapidity and accuracy simultaneously in 

buses. 

c) There are many interference factors in the detection 

process, such as the light or the cameras’ jitter. 

The scenes in buses are complex and variable. Existing 

methods have different limitations. Therefore, it is necessary 

to design appropriate methods to ensure the accurate 

recognition of behaviors. In this paper, object detection 

methods based on deep learning are used, which can 

automatically extract the depth features of images, and 

achieve relatively accurate object classification and 

positioning. 

2.1. People’s Detection Based on YOLOv5 

At present, object detection algorithms based on deep 

learning are mainly divided into two categories: two-stage 

detection algorithm and one-stage detection algorithm. In 

contrast, two-stage algorithms often perform better in the 

accuracy of recognition and location, while one-stage 

algorithms often have more advantages in the detection speed. 

The detection task in the bus has higher requirements for the 

real-time performance of detection algorithm, so one-stage 

detection algorithms are the first choice. As a representative 

one-stage object detection algorithm, YOLO series of 

algorithms have been widely used [12, 13]. These methods 

directly extract features from the original images and predict 

the categories and positions of objects by regression analysis. 

After many times of optimization and improvement, 

YOLOv5 now has high real-time performance and accuracy. 

The structure of YOLOv5 is composed of four parts: input, 

backbone, neck and prediction [8]. 

a) The input includes Mosaic data enhancement, adaptive 

anchor box calculation and adaptive images scaling. Mosaic 

combines four training images, which makes each training 

sample more diverse and reduces the demand for large batch 

size. In the series of YOLO algorithms, there are anchor boxes 

with different initial length and width for different data sets. In 

the training phase, the network predicts the bounding box 

based on the initial anchor box, compares the prediction with 

the ground truth, calculates the gap between them, updates the 

network in reverse, and adjusts the network parameters 
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through iteration. YOLOv5 embeds the function of adaptive 

anchor box calculation into the code, sets the initial anchor 

box according to the COCO data set, and automatically adjusts 

the best anchor box in different data sets through training. In 

practical application, the length-width ratio of the input image 

is different. According to traditional ways, the original image 

is uniformly scaled and filled to a standard size, resulting in 

different border sizes around the image. If the image is filled 

in a large area, there will be information redundancy, which 

will affect the reasoning speed. Therefore, YOLOv5 is 

modified to adaptively add the least black edges to the original 

image, so as to reduce the amount of calculation in reasoning, 

and improve the detection speed. 

b) Backbone includes Focus and CSP (Cross-Stage-Partial 

connections) [14]. Slicing is an important part of Focus. For 

example, the original image size of the input is 608 × 608 × 3, 

the slice operation is to obtain the feature map, whose size is 

304 × 304 × 12. After a convolution operation with 32 cores, it 

becomes 304 × 304 × 32. In order to reduce the amount of 

computation, YOLOv5 designs two structures based on CSP, 

where in YOLOv5s, CSP1_X is applied to backbone, and 

CSP2_ X is used in the neck. 

c) Neck adopts the structure of FPN (Feature Pyramid 

Networks) and PAN (Path Aggregation Network) to enhance 

the ability of feature fusion [15, 16]. FPN uses a top-down 

path to connect high-level features with low resolution as well 

as rich semantic information, and low-level features with high 

resolution as well as less semantic information. It can improve 

the feature extraction ability of the network, and fuse 

multi-level features without affecting the speed, so that each 

level of features has rich semantic information. In traditional 

serial CNN models, the shallow network is mainly used to 

extract the local texture and pattern information, and transmit 

it to the deep network, so as to obtain the global semantic 

information. With the deepening of the network, local 

information is likely to be lost. Therefore, PAN adopts a 

bottom-up pyramid and uses element-wise max to fuse the 

information of all layers. 

d) Prediction includes the loss function of bounding box 

and the non-maximum suppression (NMS). Generalized 

Intersection over Union (GIOU) is the loss function of the 

bounding box. In the post-processing of object detection, the 

method of weighted NMS is used to filter many bounding 

boxes in YOLOv5. 

There are four network models in YOLOv5. The depth and 

width of various models are different. Among them, 

YOLOv5s is the network with the smallest depth as well as 

width of feature map, and has the fastest speed. At the same 

time, it is suitable for real-time detection of large targets. In 

the task of identifying abnormal behavior of people in buses, 

YOLOv5s can effectively detect people. Using a large number 

of people images to train the deep neural network model can 

obtain a better people object detection model. The model can 

quickly detect the position coordinates of people’s body in the 

image, and the confidence of people’s category in the 

application stage. Due to the large number of people in the bus, 

there will be many detected objects, so the object detection 

confidence screening mechanism is set here. Multiple 

thresholds are set to filter the detected bounding boxes, so that 

the qualified boxes can be listed, which will be matched for 

people tracking. 

2.2. Object Tracking 

In the fast-moving behavior recognition task, most of the 

recognition errors are caused by the object matching errors, so 

fast and accurate matching algorithm is very important for 

effective tracking. A two-stage object matching algorithm is 

designed in this paper to meet above requirements. 

In this section, based on the improved IOU 

(intersection-over-union) algorithm, and combined with 

feature extraction, a two-stage object matching algorithm is 

constructed to realize the bounding boxes matching. In the 

first stage, calculate the IOU of two adjacent frames and 

compare their coincidence degree. If the discrimination 

requirements are met, the two objects can be regarded as the 

same. After matching, the position information and number of 

each object can be obtained. However, if the coincidence 

degree does not reach the threshold that set in the first stage, 

the object matching fails and the process enters the second 

stage. This tracking algorithm is based on the information 

between adjacent frames. If the object changes too fast 

between frames, it will affect the reliability. Higher frame rate 

can weaken the influence of objects’ changes in inter frames to 

a certain extent. But it is difficult to obtain high frame rate 

video in real-time applications. At the same time, the feature 

differences between tracking objects are ignored. These all 

lead to the decline of accuracy and practicability of IOU 

tracker. Therefore, it is necessary to use feature measure to 

match the object to make up for the shortcomings of the IOU 

algorithm. In the second stage, we use the algorithm to extract 

pedestrian features from video, and measure their similarity to 

achieve accurate object matching [9]. The details of the 

algorithm are as follows. 

The principle of the first stage tracking algorithm is 

matching according to the IOU coincidence degree of the 

boxes. A total of F frames of image are input each time, and 

each frame contains N detections. First, initialize the 

parameters, set the tracking flag and eliminate the detections 

with low scores. Then, detect each activated detection in the 

previous frame, and find the detection corresponding to the 

largest IOU in the current frame. IOUσ is used to limit whether 

one detection can be added to the trajectory of the target or not. 

The unmatched detections of the current frame will wait for 

the next processing. Finally, the trajectory must satisfy two 

conditions: one detection score is higher than hσ , and the 

trajectory time is not less than mint . Where hσ  is used to 

ensure the practicability of trajectories, and mint  is used to 

filter out short trajectories. The calculation formula of IOU is 

as follows: 

( ) ( )
( )=

( ) ( )

Area x Area y
IOU x, y

Area x Area y

∩
∪          (1) 



 International Journal of Sensors and Sensor Networks 2021; 9(1): 30-37 33 

 

( )Area x represents the area where the object x  is located, 

and ( )Area y represents the area where the object y  is located. 

The IOU tracker is a fast and efficient multi-object tracker. This 

tracking algorithm based on detection can achieve object 

tracking with the location information of the object area and 

without the original image. This way can achieve good tracking 

effect in the case of high frame rate video and high-precision 

detector. Although the method works well in most cases, there 

are still a few cases of object loss and tracking error. When the 

object matching cannot be achieved in the first stage, the 

algorithm enters the second stage. In this case, the tracking can 

be achieved by measuring the similarity between the features of 

the current objects and those objects to be matched. The depth 

feature of each passenger is obtained by convolution neural 

network, and cosine distance is used to measure the similarity 

of features. The similarity value is between 0 and 1. The closer 

the value is to 1, the more similar the two objects are. If the 

similarity is greater than the similarity threshold simσ , the 

current object and the object to be matched are identified as the 

same one. If no one in the list can match the activated object, it 

will be regarded as a new object and added to the next object list. 

After many times of comparison, if there is still an object that is 

not matched, the object will be considered lost, and will be 

deleted from the list that to be matched. The feature similarity 

used in our approach is defined as 

sim( , )= o m
o m

o m

V V
V V

V V

⋅
×             (2) 

Where mV is the feature vector of the object to be matched, 

and oV is the feature vector of the current object. Compared 

with IOU tracker, our tracking algorithm adopts highly 

modular design and adds feature measurement mechanism. 

The feature extraction model can support a variety of training 

methods, which makes the algorithm more flexible and 

scalable. The design can be applied to engineering practice 

quickly after refactoring code. 

3. People’s Fast-moving Detection and 

Warning in Buses 

3.1. The Movement Speed of People 

In the process of detection, it is necessary to record the time 

stamp of each frame when input the video. For five 

consecutive frames of input images, the objects in each frame 

are detected and tracked, so as to obtain the actual moving 

trajectory of each object in the current image sequence. When 

the moving speed is greater than the threshold that set, the 

behavior of the target is regarded as moving fast. The 

movement speed is defined as 

2 2
( ) ( )( ) ( )

x x y yn n k n n k

n n k

P P P P
S

t t

− −

−

− + −
=

−
      (3) 

Where nt is the time of the thn frame, n kt − is the time of the 

thk frame before the thn frame, nP is the position of the object 

in the n
th

 frame, and n kP − is the position of the object in the 

thk frame before the thn frame. The interior of the bus is 

narrow and deep, so the horizontal moving distance of 

passengers can be ignored, and only the moving distance in 

the depth direction is calculated. When calculating the speed, 

the plane of the camera is taken as the reference, and the 

position of the object can be regarded as the distance between 

its plane and the plane of the camera. 

3.2. Distance Measurement 

At present, the cameras that mostly used in buses are still 

monocular cameras, with which it is difficult to obtain the 

spatial information of the scene directly. Therefore, it is 

necessary to calibrate the camera, so as to establish the 

relationship between the camera image pixel position and the 

actual spatial position. According to the past experience, it is 

found that the position relationship between the pixel and the 

distance of the collected calibration point is similar to 

quadratic function. The formula of pixel and distance curve 

can be regarded as follow. 

2
y ax bx c= + +            (4) 

Where x is the image pixel of the calibration point and y is 

the actual distance between the point and the camera. The 

parameters a , b and c  can be obtained by least squares 

fitting. According to the actual situation of the bus interior 

space, the least square method is used to fit the curve, and the 

parameters are obtained. In order to reduce the accidental error 

and improve the detection accuracy, changes of distance and 

time interval of 1 frame, 2 frames,..., k frames are recorded. 

These can be used to calculate the current moving speed of the 

object. Then equation (3) can be rewritten as 

1

10

1

1

k
n i n i

a
n i n ii

y y
S

k t t

− − −

− − −=

−
=

+ −∑         (5) 

Where ny
 

is the position of the actual distance between 

the object and the camera in the thn  frame, and n iy −  
is the 

distance in the thi  frame before the thn  frame. The value of 

k can be determined by debugging. 

3.3. Warning Mechanism 

In order to ensure that the system can give stable alarm 

information, the fast-moving behavior warning mechanism is 

used. When the people's moving speed is greater than the 

threshold hTH , the warning mechanism is triggered. When the 

speed is lower than lTH , the alarm is released. hTH is the 

trigger alarm speed, and lTH is the release alarm speed. A is 

the alarm signal, the initial state is A=0. When the alarm is 

triggered, A=1; when the alarm is released, A=0. The principle 

of people’s fast-moving warning is shown in Figure 2. It can 

effectively reduce the repeated and false alarm. 
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Figure 2. Warning principle of people’s fast moving. 

4. Experimental Results and Analysis 

4.1. Experimental Environment 

a) To evaluate our approach, two cameras are installed in 

the front and the rear of the bus for us to collect videos 

and images of people's activities. The detection 

equipment in the bus is shown in Figure 3. 

b) During training, the computer is equipped with Ubuntu 

18.04 operating system, and PyTorch is used to train the 

model. 

c) In testing phase, intelligent computing module equipped 

with NVIDIA Jetson Xavier NX is used to detect the 

fast-moving behavior in the bus. The specific 

configuration is as follows: Jetson version 4.4, cuda 10.2, 

cudnn 8.0, tensorRT 7.1.0. The C++ Programming 

Language is used to implement algorithms. 

 

Figure 3. The detection equipment in the bus. 

4.2. Experimental Results 

This experiment collects real data of people's activities in 

the bus, including fast moving and normal moving video. 

After screening and processing, the detection algorithm is 

used to obtain the position of people in the bus, so as to obtain 

the speed change curve, as shown in Figure 4. x represents the 

number of frames of the video, and y represents the calculated 

average speed of the person. Similarly, the speed curve of 

people moving normally in the bus is shown in Figure 5. The 

internal space of the bus is closed and narrow, so it is difficult 

for people to move at normal walking speed, and the change of 

people's speed is irregular. But through many experiments and 

speed calculations, the method can still distinguish between 

normal movement and fast movement. 

 

Figure 4. Speed curve of people’s fast moving in the bus. 

 

Figure 5. Speed curve of people’s normally moving in the bus. 

Through the above analysis, we can see that the speed curve 

of people in different states will show obvious differences, and 

the speed fluctuation range of people in normal movement is 

small. Therefore, we can set the speed threshold to judge 

whether the person is in fast moving. Figure 6 shows the test 

results of the algorithm in the bus. 

After many times of debugging, the parameters are 

determined as 4k = , 1.9hTH = , 1.6lTH = . When someone 

moves quickly, the system will give an alarm. Through 

visualization, abnormal objects will be distinguished. The 

results of the algorithm running in the bus are shown in Figure 

7. 
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Figure 6. Test results of fast moving detection algorithm in the bus. 

 

Figure 7. Implementation of the fast moving detection algorithm in bus. 

4.3. Test Results 

In order to apply YOLOv5 in the bus, the trained model is 

transformed into onnx model, and later transformed into the 

engine model which can adapt to tensorRT. After that, 

initialize the engine, and specify the network’s input and 

output. Finally, the real-time detection of people in the bus is 

realized by using intelligent computing module. 

In our experiment, 63 groups of fast moving videos and 70 

groups of normal moving videos are used as test data to 

verify the accuracy of the algorithm. The test data includes 

single person moving and multi person moving, which can be 

divided as less occlusion, partial occlusion and severe 

occlusion. Among them, there are two directions for people's 

movement, which are the direction close to the camera (from 

the rear of the bus to the front of the bus) and the direction 

away from the camera (from the front of the bus to the rear of 

the bus). Meanwhile, this experiment measures the actual 

effect of the algorithm through three indicators: false alarm 

rate, missed alarm rate and accuracy, so as to verify the 

rationality and practicability of the detection system. False 

alarm refers to the situation that the system alarms when the 

people move normally and there is no fast movement in the 

video segments. The number of false alarm samples is 

recorded as FP, and the false alarm rate is defined as Fal. 

Missed alarm refers to the situation that the system does not 

give an alarm when people move fast. The number of missed 

samples is recorded as FN, and the missed alarm rate is 

defined as Mis. Therefore, the correct identification of the 

system includes two situations: one is that the system alarms 

when the people move fast (the number of such samples is 

recorded as TP), and the other is that no alarm when the 

people move at normal speed (the number of such samples is 

recorded as TN), then the system will maintain normal 

operation. The accuracy is defined as Acc. The calculation 

method of each indicator is as follows. 

The false alarm rate is expressed as 

100%
FP

Fal
TN FP

= ×
+

            (6) 

The missed alarm rate is expressed as 

100%
FN

Mis
FN TP

= ×
+

         (7) 

The accuracy is expressed as 

100%
TP TN

Acc
TP TN FP FN

+= ×
+ + +

      (8) 

The test results of the approach are shown in the Figure 8. 

TP=61, TN=66, FP=4, FN=2. Therefore, the false alarm rate is 

Fal=5.7%, the missed alarm rate is Mis=3.1%, and the 

accuracy is Acc=95.4%. Through the analysis of the video 

segments of error recognition, it shows that when the bus is 

extremely crowded, or the object person is far away from the 

camera, people will be severely obscured, resulting in the loss 

of the object, and makes it difficult for the system to detect the 

moving speed accurately. In the follow-up research, if 

multiple cameras can be used for joint detection, this problem 

will be effectively solved, and the detection ability of the 

system will also be improved. Overall, the accuracy of the 

algorithm is higher than 95%. In addition, online real-time test 

is carried out in this experiment. The algorithm can process 
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about 20 frames per second, and the running speed can meet the real-time requirements. 

 

Figure 8. Indicators results of fast moving detection algorithm in the bus. 

5. Conclusions 

In general, the proposed method can achieve good results 

without serious obstruction and can meet the requirements of 

real-time detection. However, when the crowd is too dense, 

the accuracy of the object detection will decline to a certain 

extent in the actual monitoring. Next, YOLOv5s and 

two-stage tracking strategy are introduced to the method, 

which are flexible, practical and extensible, and can adapt to a 

variety of recognition tasks in complex scenes. Meanwhile, 

the intelligent computing module used in our method can 

execute algorithms efficiently. It is small and light, and can 

adapt to any mobile scene. People’s fast moving is one of the 

abnormal behaviors in the bus. In addition, there are many 

other behaviors and actions in the bus that require people's 

attention, such as fighting, abnormal gathering, and fall 

behavior. How to find more effective methods to identify these 

abnormal behaviors and improve the efficiency of algorithms 

will be the next step of our research.  
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